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ABSTRACT

This paper presents a novel adaptive pitch—
synchronous analysis method for simultaneous estima-
tion of voice source and vocal tract (formant / antifor-
mant) parameters from the speech signal. The method
uses a parametric Rosenberg-Klatt model to generate
a glottal waveform and an autoregressive with exoge-
nous input (ARX) model for representing speech pro-
duction process. The time-varying coefficients of the
model are estimated with an adaptive algorithm based
on Kalman filter, while the parameters of the Rosenberg-
Klatt model are optimized using the simulated anneal-
ing method. In addition, a new hybrid error criterion is
used to optimize the glottal opening instant. Further-
more, in order to estimate the fundamental period pa-
rameter Tg, 1t is defined as two successive glottal closure
instants, and is estimated automatically based on the
obtained differentiated glottal waveforms. Experiments
using two-channel speech signals (speech and electroglot-
tograph (EGG) signal) and continuous speech show a
good estimation performance.

1 INTRODUCTION

Among a large variety of speech processing methods,
Joint estimation of voice source and vocal tract parame-
ters has been found the one of the most important. Its
importance lies on the fact that it possesses potential
applications in areas such as speech analysis, speech syn-
thesis, perception of voice quality, speech coding, acous-
tic phonetics and modeling of the speech production pro-
cess.

Many parametric voicing source models have been pro-
posed to approximate a glottal volume velocity wave-
form, but the source parameters have been mainly mea-
sured by manual means, most commonly by an expe-
rienced researcher (1}, [2]. This drawback is especially
troublesome when a large amount of speech data is to
be processed. Therefore, automatic esitmation of voice
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source parameters becomes an attractive research task.
Alku proposed an automatic method based on pitch-
synchronous iterative adaptive inverse filtering [3], but
it employs rather an ad hoc formant estimation algo-
rithm and thus is difficult to be applied for a large
variety of speech data. Using the synchrovoice EGG
signal, Milenkovic proposed a method to jointly deter-
mine a voice source model parameters together with the
coefficients of the inverse filter {4]. However, it needs
an extra channel signal (EGG) and estimation of the
pulse positions is essentially a heuristic procedure, and
there is no way to guarantee its convergence. In another
attempt to realize the joint estimation, Fujisaki and
Ljungqvist proposed a glottal autoregressive moving-
average (GARMA) analysis by synthesis method, . but
it is sensitive to the position and length of the analysis
frame [5].

The motivation behind this paper is to develop an ac-
curate method of automatic joint estimation. In section
2, the speech production process is represented by an
ARX model by incorporating an Rosenberg-Klatt (RK)
voicing source model into an IIR filter. In section 3,
the source parameters are identified together with the
time-varying vocal tract transfer function so as to mini-
mize the mean square equation error of the ARX model.
The estimation method consists of an optimization pro-
cedure for voice source parameters and an adaptive algo-
rithm for formant / antiformant estimation. Finally we
give some experimental results for synthetic and natural
speech to show the validity of the proposed method.

2 SPEECH SIGNAL
MODELING
2.1 ARX Speech Modeling

Based on Fant’s source-filter concept [6], speech pro-
duction process can be modeled as a time-variant IIR
system with an equation error described as the following
equat}i}on:
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where s(n) and u(n) denote an observed speech signal
and an unknown input glottal waveform at time =, re-
spectively. In the above equation, a;(n) and b;(n) are
time-varying coefficients. p and ¢ are model orders, and
£(n) is an equation error associated with the model. u(n)
is the differentiated voicing source signal generated by
the RK model in which the radiation characteristics of
the lips are included.

Equation (1) represents an autoregressive with exoge-
nous input (ARX) model, because the input signal u(n)
of the equation is not white, whereas ¢(n) is assumed to
be white [7]. This is in contrast with ARMA model in
which the input signal is assumed to be white, but both
models can be viewed as a pole-zero model.

The vector notation of the coefficients and data is

8(n) = {ai(n), -~ ap(n). ba(n),- -, be(m)}T, (2)
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where ap(n) = 1 and bo(n) = 1. Now the ARX model
can be expressed as,

s(n) = 8(n)T p(n) + u(n) + &(n). (4)

By performing the Z-transform onto Eq.(1) (assuming
time invariant system), one gets the following equation,
B(z)
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where S(z), U(z) and E(z) are the Z-transform of
speech signal s(n), voicing source signal u(n), and equa-
tion error £(n), respectively. Based on the above descrip-
tion, Fig. 1 illustrates an ARX model consisting of an
IIR filter and an AR filter. The vocal tract transfer func-
tion of voiced sounds is represented by B(z)/A(z) with a
voicing source signal. The speech production process of

unvoiced sounds could be approximated by an AR model
with a transfer function 1/A(z) and a white input .
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Figure 1: ARX model decomposed into an IIR filter and
AR filter.

2.2 Voicing Source Model

The Rosenberg-Klatt model is used to represent a dif-
ferentiated glottal waveform because of its capability of
adjusting independently both the waveform and spec-
tral slope as well as relatively easy implementation [1].

The differentiation simulates a lip radiation characteris-
tic. This model uses a generator of a rudimentary wave-
form defined as

o(n) = {2an-—3bn (0<=n<T5-0Q) ()
(T -0Q <=n < Tp)
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in which T is a fundamental period, AV an amplitude
parameter, and 0@ an open quotient of the glottal open
phase to the duration of a complete glottal cycle. Then
g(n) is filtered by a low-pass filter (LPF) to adjust the
tilt of its spectrum using a spectral-tilting parameter 7TL.
This filtered waveform will be referred to hereafter as a
glottal waveform z(n). From the definition, there are
four parameters Ty, AV, OQ and TL which need to be
estimated.

3 JOINT ESTIMATION

In the joint estimation algorithm, an adaptive pro-
cedure based on Kalman filter is applied for for-
mant /antiformant estimation and an optimization pro-
cedure based on simulated annealing is used for source
parameters estimation. Both of the above procedures are
based on the minimization of the predicted mean-square
equation error (MSEE) of the ARX model,

-1 z{s<n

Based on the Parseval theorem the time-domain error
criterion in Eq. (7) can be transformed into a frequency-
domain error criterion {7],[8], The algorithm, i.e. LMS,
RLS, Kalman filter, requires that the prediction error be
white. Therefore, it is necessary to pre-emphasize both
s(n) and u(n) before analysis using such an operation
as s'(n) = (1 - z71)s(n), ¥/(n) = (1 = 2~ )u(n). This
operation flattens out the gross features of the weighted
spectra throughout the frequency domain.

It seems reasonable to use glottal closure instants
(GCT’s) as the more reliable positions to estimate the
fundamental period than using the structural features
of the speech waveform [9]. In our case, the GCI can
be obtained from the negative peak of the estimated RK
glottal waveform. Ty is therefore obtained as the elapsed
time between two successive GCI’s. In the following sec-
tion, an automatic approach of Ty estimation will be
explained. Figure 2 shows the flowchart of the joint esti-
mation. The optimization algorithm based on the simu-
lated annealing method and the adaptive Kalman filter
algorithm are explained in [10].

6(n)Tp(n) —u(m)}*.  (7)
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Figure 2: Flowchart of the proposed joint estimation
method.

3.1 71, Estimation

In the ARX analysis method, T) is defined as the in-
terval between two successive GCI’s, since GCI’s can
be easily obtained from the estimated RK glottal wave-
forms. Thus it is possible to estimate automatically T
together with GCI’s. Figure 3 gives a structual descrip-
tion of Ty estimation.

1
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Figure 3: Estimation of RK model parameter T.

Firstly, the average fundamental period T, is ob-
tained. Next the first glottal opening instant GOI (t0) of
RK waveform is assumed in a distance 0.3*7T, from the
negative peak of the first segment of length T,. Then
the speech signals of length T, are analyzed and the
negative peak bl of the estimated differentiated glottal
waveform is obtained. For the second pitch period, the
initial value of Ty is set to 7. The negative peak of RK
glottal waveform b2 is then obtained by analyzing s(n)
with length 7, from t1. Now the time interval between
bl and b2 is the required fundamental period T1. In the
next stage the speech segment between t1 and t2 are an-
alyzed for signal duration of T1. In such a way, one can
automatically extract the parameter Ty of RK model.

3.2 A Hybrid Method for Estimation of
Open Quotient Parameter

The open quotient OQ represents one of the voice
source parameters related to the glottal opening phase.
The glottal opening phase plays an important role in
realizing various voice qualities of synthetic speech. Al-
though the MSEE criterion is very effective in finding the
optimal GCI’s, the estimation of GOI’s is not always ac-
curate. This is mainly caused by the small amplitude of
speech waveform at the GOI’s.

In the proposed method, attentions have been concen-
trated on the harmonic components of the low frequency
band as a possible error criterion to optimize the GOI’s.
The difference of the first (HI) and second (H2) har-
monic components between the original speech and the
predicted signal is selected as the criterion.

Firstly, it is necessary to investigate the relationship
between HI - H2 and the voice source parameters: AV,
0@, TL, and Fy (1/Tp, fundamental frequency). Ex-
periments were carried out with synthesized speech of
the five Japanese vowels /a/, /i/, /u/, /e/ and /o/.
The results showed that H! ~ H2 mainly depended on
0Q. Therefore, the difference of HI — H2 between the
original signal ((HI — H2),r,) and the predicted signal
((HI — H2)¢5¢) can be used to achieve an approximate
displacement between the optimal 0Q (0Q,,;) and the
estimated value OQnsee,

(H1=H2) ppg=(H1~H2) 051 = a(Fo)*(OQopt—OQme(e)).
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The optimal value of OQ becomes

OQopt = 7(F0)*((Hl"‘HQ)org-(Hl—H2)831)+OQmsee:

9)
where v(Fy) = 1/a(Fy). In the above experiments, the
average value of y(Fy) between Fyp=50 Hz and F;=450
Hz is 0.018.

4 EXPERIMENTS AND
DISCUSSIONS

In order to evaluate the performance of the new
method, a two-channel signal, /aoiue/ (“blue top” in
Japanese) uttered by a male, was analyzed. The results
are shown in Fig. 4. The negative peaks of differenti-
ated EGG (DEGG) signal in Fig. 4 (b) indicate that the
GCT’s, the negative peaks of RK glottal waveform in Fig.
4 (c), match well with the GCI’s of DEGG signal. By
comparing the DEGG signal with the RK waveform and
the original speech with the re-syntheized speech, it is
not unfair to say that even the other voice source param-
eters are also estimated correctly. On the other hand, the
difference between the negative peaks of DEGG signals
and those of RK glottal waveforms was around one sam-
ple point over the whole speech signal (74 pitch periods),
which is shown in Fig. 5. For a male voice, one point
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Figure 4: Results of natural speech /a-o-i-u-e/ using
the proposed method. (a) speech waveform, (b) DEGG
signal, (c) RK glottal waveform, and (d) re-synthesized
speech waveform.

error of pitch period (about 1 Hz for 147 Hz average
pitch) can be disregarded. However, for a female voice
of about 300 Hz average pitch, one point error of pitch
period may yield a perceived jitter in the synthesized
speech. Therefore, for female voice and a low sampling
rate, it is necessary to devise more detailed estimation
of the GCI within two neighboring sampling points.
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Figure 5: Difference between the negative peaks of the
DEGG signal and GCI’s of the RK glottal waveform (“-”
means negative peak of RK comes after that of DEGG).

In a general form, an utterance including voiced,
unvoiced, mixed-voice and silent segments, /muzkasii
reedaio oboeru/ (“remember the difficult example” in
Japanese) spoken by a Japanese male speaker, was also
analyzed and the sound spectrograms of both original
and re-syntheiszed sounds are shown in Fig. 6. By
comparing the two sound spectrograms, it can be con-
firmed that voice source parameters as well as glottal
noise amount parameter and formant trajectroies have
been estimated accurately.

5 CONCLUSIONS

This paper proposed a novel pitch-synchronous method
to deal with the joint estimation. It used an ARX model
and a time varying IIR filter for representing the overall
structure of speech production process. Without human
interaction, the proposed method can achieve accurate
estimation of RK parameters and formant/antiformant
frequencies and bandwidths. The performance has been

Figure 6: Results of /muzkasii reedaio oboeru/ (a) sound
spectrogram of original speech, (b) sound spectrogram
of re-synthesized speech.

verifed with EGG signal and inspiring results have been
achieved for male voice. Moreover, the great potential
ability of the proposed method in analyzing an utterance
consisting of voiced, unvoiced and mix-voiced speech has
also been shown.
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